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Abstract

By utilizing diverse heterogeneous hardware resources, developers can significantly improve the performance of their applications. Currently, in order to determine which parts of an application suit a particular type of hardware accelerator better, an offline analysis that uses a priori knowledge of the target hardware configuration is necessary. To make matters worse, the above process has to be repeated every time the application or the hardware configuration changes.

This paper introduces TornadoVM, a virtual machine capable of reconfiguring applications, at run-time, for hardware acceleration based on the currently available hardware resources. Through TornadoVM, we introduce a new level of compilation in which applications can benefit from heterogeneous hardware. We showcase the capabilities of TornadoVM by executing a complex computer vision application and six benchmarks on a heterogeneous system that includes a CPU, an FPGA, and a GPU. Our evaluation shows that by using dynamic reconfiguration, we achieve an average of 7.7× speedup over the statically-configured accelerated code.
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1 Introduction

The advent of heterogeneous hardware acceleration as a means to combat the stall imposed by the Moore’s law [39] created new challenges and research questions regarding programmability, deployment, and integration with current frameworks and runtime systems. The evolution from single-core to multi- or many- core systems was followed by the introduction of hardware accelerators into mainstream computing systems. General Purpose Graphics Processing Units (GPGPUs), Field-programmable Gate Arrays (FPGAs), Application Specific Integrated Circuits (ASICs), and integrated many-core accelerators (e.g., Xeon Phi) are some examples of hardware devices capable of achieving higher performance than CPUs when executing suitable workloads. Whether using a GPU or an FPGA for accelerating specific workloads, developers need to employ programming models such as CUDA [9] and OpenCL [17], or High Level Synthesis (HLS) tools [29] to program and accelerate their code.

The integration of these new programming models to mainstream computing has not been fully achieved in all aspects of programming or programming languages. For example, in the Java world, excluding IBM’s J9 [21] GPU support and APARAPI [2], there are no other commercial solutions available for automatically and transparently executing Java programs on hardware accelerators. The situation is even more challenging for FPGA acceleration where the programming models are not only different than the typical ones, but also the tool-chains are in the majority of the cases separated from the programming languages [29]. Consequently, programming language developers need to create either new bindings to transition from one programming language to another [22], or specific (static or dynamic) compilers that compile a subset of an existing programming language to another one tailored for a specific device [1, 12, 13, 19, 33, 38].
Therefore, applications are becoming more heterogeneous in their code bases (i.e. mixing programming languages and paradigms), resulting in harder to maintain and debug code.

Ideally, developers should follow the programming norm of “write-once-run-anywhere” and allow the underlying runtime system to dynamically adjust the execution depending on the provisioned hardware. Achieving the unification or co-existence of the various programming models under a common runtime, would not only result in more efficient code development but also in portable applications, in terms of performance as well, where the system software adapts the application to the underlying hardware configuration.

At the same time, the question of which parts of the code should execute on which accelerator remains open, further increasing the applications’ complexity. Various techniques such as manual code inspection [36], offline machine learning based models [20], heuristics [6], analytical [3], and statistical models [16] have been proposed in order to identify which parts of an application are more suitable for acceleration by the available hardware devices. Such approaches, however, require either high expertise on the developer’s side in order to reason about which part of their source code would be better accelerated, or a priori decision making regarding the type and characteristics of the devices upon which the offline analysis will be performed. Therefore, the majority of these approaches require developers’ intervention and offline work to achieve the desired results.

Naturally, the research question that rises is: “Is it possible for a system to find the best configuration and execution profile automatically and dynamically?”. In this paper we show that the answer to this question can be positive. We introduce a novel mechanism that tackles the aforementioned challenges by allowing the dynamic and transparent execution of code segments on diverse hardware devices. Our mechanism performs execution permutations, at run-time, in order to find the highest performing configuration of the application. To achieve this, we employ nested application virtualization for Java applications running on a standard Java Virtual Machine (JVM). At the first level of virtualization, standard Java bytecodes are executed either in interpreted or just in time (JIT) compiled mode on the CPU. At the second level of virtualization, the code compiled for heterogeneous hardware is executed via a secondary lightweight bytecode interpreter that allows code migration between devices, while handling automatically both execution and data management. This results in a system capable of dynamically adapting its execution until it discovers the highest performing configuration completely transparently to the developer and the application. In detail, this paper makes the following contributions:

- Presents TornadoVM: a virtualization layer enabling dynamic migration of tasks between different devices.
- Analyses how TornadoVM performs a best-effort execution in order to automatically and dynamically (i.e. at run-time) discover which device or combination of devices results in the best performing execution.
- Discusses how TornadoVM can be used, by existing JVMs with tiered compilation, as a new tier, breaking the CPU-only compilation boundaries.
- Showcases that by using TornadoVM we are able to achieve an average of $7.7 \times$ performance improvements over the statically-configured accelerated code for a representative set of benchmarks.

## 2 Background and Motivation

This work builds upon Tornado [23], an open-source parallel programming framework that enables dynamic JIT compilation and execution of Java applications onto OpenCL-compatible devices, transparently to the user. This way it enables inexperienced—with hardware accelerators—users to accelerate their Java applications by introducing a minimal set of changes to their code and choosing an accelerator to target. Tornado consists of the following three main components: a parallel API, a runtime system, and a JIT compiler and driver.

**Tornado API:** Tornado provides a task-based parallel API for parallel programming within Java. By using the Tornado API, developers express parallelism in existing Java applications with minimal alterations of the sequential Java code. Each task comprises a Java method handle containing the pure Java code and the data it accesses. The Tornado API provides interfaces to create task-schedules: groups of tasks that will be automatically scheduled for execution by the runtime. In addition to defining tasks, Tornado allows developers to indicate that a loop is a candidate for parallel execution through the @Parallel annotation.

Listing 1 shows a parallel map/reduce computation using the Tornado API. The Java class Compute contains two methods, map in Line 2 and reduce in line 7. These two methods are written in Java augmented with the @Parallel annotation. The first method performs a vector multiplication while the second computes an addition of the elements.

Lines 13–16 create a task-schedule containing the two tasks of our example along with their input and output arguments. Both the task-schedule and the individual tasks receive string identifiers (s0, t0 and t1) that enable programmers to reference them at runtime.

Furthermore, since our example performs a map-reduce operation, the intermediate results of map (t0) are passed to reduce (t1) through the temp array. Line 16 specifies the array to be copied back from the device to the host through the streamOut method call. Finally, we invoke the execute method (Line 17) to signal the execution of the task-schedule.

**Tornado Runtime:** The role of the Tornado runtime system is to analyze data dependencies between tasks within a task-schedule, and use this information to minimize data...
transformations between a host (e.g., a CPU) and the devices (e.g., a GPU). In the example of Listing 1, the Tornado runtime will discover the read-after-write dependency on the temp array and instead of copying it back to the host, it will persist it on the device. Additionally, due to this dependency, it will ensure that task \( t1 \) will not be scheduled before task \( t0 \) completes.

Listing 1. Example of the Tornado Task Parallel API

```java
public class Compute {
    public void map(float[] in, float[] out) {
        for (@Parallel int i = 0; i < n; i++) {
            out[i] = in[i] * in[i];
        }
    }
    public void reduce(float[] in, float[] out) {
        for (@Parallel int i = 1; i < n; i++) {
            out[0] += in[i];
        }
    }
    public void run(float[] in, float[] out, float[] temp) {
        new TaskSchedule("s0")
            .task("t0", this::map, in, temp)
            .task("t1", this::reduce, temp, out)
            .streamOut(out)
            .execute();
    }
}
```

Tornado JIT Compiler and Driver: At runtime, Tornado has a two-tier JIT compilation mode that allows it to first compile Java bytecode to OpenCL C, and then from OpenCL C to machine code. Figure 1 provides a high-level overview of Tornado’s compilation chain. As shown, Java bytecode is transformed into an Intermediate Representation (IR) graph (Step ①) which is then optimized and lowered incrementally from High-level IR (HIR), to Mid-level IR (MIR), and finally reaching the Low-level IR (LIR) state, which is close to the assembly level (Step ②). From that point, instead of generating assembly instructions, a special compiler phase is invoked which rewrites the LIR graph to OpenCL C code (OpenCL code generator) (Step ③). After the OpenCL C source code is created, depending on the target device that execution will take place, the respective OpenCL device compiler is invoked (Step ④). Finally, the generated binary code gets installed to the code cache (Step ⑤) and is ready for execution.

2.1 Motivation

Due to architectural differences, different hardware accelerators tend to favour different workloads. For instance, GPUs are well known for their high efficiency when all threads of the same warp perform the same operation, but they fail to efficiently accelerate parallel applications with complex control flows [26]. Experienced developers with in-depth understanding of their applications and the underlying hardware can potentially argue about which devices better suit their applications. However, even in such cases, choosing the best configuration or the best device from a family of devices is not trivial [5, 6, 11].

To better understand how different accelerators or data sizes affect the performance of an application we run the DFT (Discrete Fourier Transform) benchmark using Tornado on three different devices while varying the input size. Figure 2 depicts the obtained results with the X-axis showing the range of the input size and the Y-axis showing the speedup over the sequential Java implementation. Each line in the graph represents one of the three different devices we run our experiment on: an Intel i7 CPU, an NVIDIA GTX 1060 GPU, and an Intel Altera FPGA. Overall, DFT performs better when running on the NVIDIA GPU. However, when running with small sizes, the highest performing device varies. For example, for input sizes between \( 2^6 \) to \( 2^8 \), the parallel execution on the multi-core CPU is the highest performing one.

The Importance of Dynamic Reconfiguration: As showcased by our experiment, to achieve the highest performance one needs to explore a large space of different executions before discovering the best possible configuration for an application. To make matters worse, this configuration is considered the “best possible” only for the given system setup and input data. Each time the code changes, a new device is introduced, or the input data changes we need to perform further exploration and potentially restart our application to apply the new configuration.

To address the challenge of discovering the highest performing configuration, we introduce TornadoVM: a system that is able to automatically and dynamically adapt execution to the best possible configuration, according to the user’s requirements, for each application and input data size in a heterogeneous system, and without the need of restarting the application.

Figure 1. Tornado JIT compiler outline.

Figure 2. Tornado speedup over sequential Java on a range of different input sizes for DFT (Discrete Fourier Transform).
3 TornadoVM

In order to enable dynamic application reconfiguration of the executed applications on heterogeneous hardware, we implement a virtualization layer that uses the Tornado parallel programming framework to run Java applications on heterogeneous hardware. The implemented virtualization layer is responsible for executing and performing code migration of the generated JIT compiled code through a lightweight bytecode-based mechanism, as well as managing the memory between the different devices. The combination of the aforementioned components results in a heterogeneous JVM, called TornadoVM, capable of dynamically reconfiguring the executed applications on the available hardware resources completely transparently to the users.

TornadoVM is implemented in Java and, as illustrated in Figure 3, runs inside a standard Java Virtual Machine (e.g., the HotSpot JVM [25, 32]); resulting in a VM that runs inside another VM—VM in a VM. The TornadoVM interprets TornadoVM bytecodes, manages the corresponding memory, and orchestrates the execution on the heterogeneous devices. The JVM executes Java bytecodes and the interpreter methods of TornadoVM.

To implement TornadoVM, we augment the original Tornado components (shown in light blue color in Figure 3) with the components shown in dark green color. Namely, we introduce (a) a bytecode generator (Section 3.2) responsible for the generation of TornadoVM specific bytecodes (Section 3.1) that are used to execute code on heterogeneous devices, (b) a bytecode interpreter (Section 3.1) that executes the generated bytecodes, (c) a device heap manager (Section 3.3) responsible for managing data across the different devices ensuring a consistent memory view, and (d) a task migration manager (Section 3.4) responsible for migrating tasks between devices. All the components of TornadoVM are device agnostic except for the final connection with the underlying OpenCL driver.

Initially, the application starts on the standard JVM (host) which can execute it on CPUs. When the execution reaches a Tornado API method invocation, the control flow of the execution is passed to the Tornado compiler in order to create and optimize the data flow graph for the task-schedule at hand. The data flow graph is then passed to the TornadoVM bytecode generator that generates an optimized compact sequence of TornadoVM bytecodes, describing the corresponding instructions of the task-schedule. In contrast to the original Tornado, at this point, TornadoVM does not JIT compile the tasks involved in the compiled task-schedule to binaries. The task compilation, from Java bytecode to binary, is performed lazily by the TornadoVM upon attempting to execute a task whose code has not been compiled yet for the corresponding target device. For each device there is a code cache maintaining the binaries corresponding to the tasks that have been already compiled for this device to avoid paying the compilation overhead multiple times.

3.1 TornadoVM Bytecodes

TornadoVM relies on a custom set of bytecodes that are specifically tailored to describe task-schedules, resulting in a more compact representation, which is also easier to parse and translate to heterogeneous hardware management actions. Table 1 enlists the bytecodes that are currently generated and supported by the TornadoVM. TornadoVM employs 11 bytecodes that allow the VM to prepare the execution, to perform data allocation and transferring (between the host and the devices), as well as to launch the kernels. All the bytecodes are hardware agnostic and are used to express a task-schedule regardless of the device(s) it will run on.

All the TornadoVM bytecodes take at least one argument, the context identifier, which is a unique number used to identify a task-schedule. TornadoVM generates a new context identifier for each task-schedule in the program. The context identifier is used at run-time to obtain a context object which, among others, contains references to the data accessed by the task-schedule, and information about the device, on which, the tasks will be executed. Additionally, all bytecodes except BEGIN, END, and BARRIER, take at least a bytecode index as an argument. The bytecode indices are a way to uniquely identify bytecodes so that we can then reference them from other bytecodes. In addition, they are used for synchronization and ordering purposes since 6 out of the 11 bytecodes are non-blocking in order to increase performance by overlapping data transfers and execution of kernels. The TornadoVM bytecodes can be conceptually grouped in the following categories:

Initialization and Termination: Bytecode sections in the TornadoVM are encapsulated in regions that start with the BEGIN bytecode and conclude with the END bytecode. These bytecodes essentially signal the activation and deactivation of a TornadoVM context.

Memory Allocation and Data Transferring: In order to execute code on a heterogeneous device, memory has to be allocated and data need to be transferred from the host to the
heterogeneous device. The ALLOC bytecode allocates sufficient memory on the device heap (see Section 3.3), to accommodate the objects passed to it as an argument. The COPY_IN bytecode both allocates memory and transfers the object to the device, while the STREAM_IN bytecode only copies the object (assuming a previous allocation). Note that the COPY_IN bytecode is used for read-only data and implements a caching mechanism that allows it to skip data transfers if the corresponding data are already on the target device. On the other hand, the STREAM_IN bytecode is used for data streaming on the heterogeneous device, in which the kernel is executed multiple times with an open channel for receiving new data. The corresponding bytecodes for copying the data back from the device to the host are COPY_OUT and STREAM_OUT.

**Synchronization:** TornadoVM bytecodes can be ordered and synchronized through the BARRIER, ADD DEP, and END bytecodes. BARRIER and END wait for all previous bytecodes to reach completion, while ADD DEP waits only for those corresponding to the indices passed to it as parameters.

**Computation:** The LAUNCH bytecode is used to execute a kernel. To execute the code on the target device, the TornadoVM first checks if a binary that targets the corresponding device (according to the context) has been generated for the task at hand. Upon success, it directly executes the binary on the heterogeneous device. Otherwise, TornadoVM compiles the input task, through Tornado, and installs the binary into the code cache from where it is then retrieved for execution.

### 3.2 TornadoVM: Bytecode Generator

TornadoVM relies on Tornado to obtain a data flow graph for each task-schedule. The data flow graph is essentially a data structure that describes data dependencies between tasks. During the compilation of task-schedules, Tornado builds this graph and optimizes it to reduce data transfers. This optimized data dependency graph is then used to generate the final TornadoVM bytecode. The TornadoVM bytecode generation is a simple process of traversing a graph and generating, for each input node in the data flow graph, a set of TornadoVM bytecodes. Listing 2 demonstrates the generated TornadoVM bytecode that corresponds to the code from Listing 1.

**TornadoVM’s Bytecode Interpreter** The TornadoVM implements a bytecode interpreter for running the TornadoVM bytecodes. Since TornadoVM uses only a limited set of 11 bytecodes, we implement the interpreter as a simple switch statement in Java. TornadoVM bytecodes are not JIT compiled, but the interpreter itself can be JIT compiled by the underlying JVM (e.g., Oracle HotSpot) to improve performance. Note that the TornadoVM bytecodes only orchestrate the execution between the accelerators and the host machine; they do not perform the actual computation. The latter is JIT compiled by Tornado.

As shown in Listing 2, a new TornadoVM context starts by running the BEGIN bytecode with context-id 0 (line 1). Note that the context-id maps to a context object that contains initial information regarding the device on which execution will take place. Then, the TornadoVM performs an allocation and a data transfer through the COPY_IN bytecode (line 2). In line 3, TornadoVM performs an allocation for the temp Java array on the target device, and in line 4 it blocks to wait for the copy and the allocation to be completed. Note that the ADD DEP in line 4 receives the bytecode indices of the COPY_IN and the ALLOC bytecodes. Then, in line 5 it launches

<table>
<thead>
<tr>
<th>Bytecode</th>
<th>Operands</th>
<th>Blocking</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEGIN</td>
<td>&lt;context&gt;</td>
<td>Yes</td>
<td>Creates a new parallel execution context.</td>
</tr>
<tr>
<td>ALLOC</td>
<td>&lt;context, BytecodeIndex, object&gt;</td>
<td>No</td>
<td>Allocates a buffer on the target device.</td>
</tr>
<tr>
<td>STREAM_IN</td>
<td>&lt;context, BytecodeIndex, object&gt;</td>
<td>No</td>
<td>Performs a copy of an object from host to device.</td>
</tr>
<tr>
<td>COPY_IN</td>
<td>&lt;context, BytecodeIndex, object&gt;</td>
<td>No</td>
<td>Allocates and copies an object from host to device.</td>
</tr>
<tr>
<td>STREAM_OUT</td>
<td>&lt;context, BytecodeIndex, object&gt;</td>
<td>No</td>
<td>Performs a copy of an object from device to host.</td>
</tr>
<tr>
<td>COPY_OUT</td>
<td>&lt;context, BytecodeIndex, object&gt;</td>
<td>No</td>
<td>Allocates and copies an object from device to host.</td>
</tr>
<tr>
<td>COPY_OUT_BLOCK</td>
<td>&lt;context, BytecodeIndex, object&gt;</td>
<td>Yes</td>
<td>A blocking COPY_OUT operation.</td>
</tr>
<tr>
<td>LAUNCH</td>
<td>&lt;context, BytecodeIndex, task, Args&gt;</td>
<td>No</td>
<td>Executes a task, compiling it if needed.</td>
</tr>
<tr>
<td>ADD DEP</td>
<td>&lt;context, BytecodeIndices&gt;</td>
<td>Yes</td>
<td>Adds a dependency between labels.</td>
</tr>
<tr>
<td>BARRIER</td>
<td>&lt;context&gt;</td>
<td>Yes</td>
<td>Waits for all previous bytecodes to be finished.</td>
</tr>
<tr>
<td>END</td>
<td>&lt;context&gt;</td>
<td>Yes</td>
<td>Ends the parallel execution context.</td>
</tr>
</tbody>
</table>

**Listing 2.** Generated TornadoVM bytecodes for Listing 1.

```
1 BEGIN <> // Starts a new context
2 COPY_IN <> bi1, in> // Allocates and copies <in>
3 ALLOC <> bi2, temp> // Allocates <temp> on device
4 ADD DEP <> bi1, bi2> // Waits for copy and alloc
5 LAUNCH <> bi3, @map, in, temp> // Runs map
6 ALLOC <> bi4, out> // Allocates <out> on device
7 ADD DEP <> bi3, bi4> // Waits for alloc and map
8 LAUNCH <> bi5, @reduce, temp, out> // Runs reduce
9 ADD DEP <> bi5> // Wait for reduce
10 COPY_OUT_BLOCK <> bi6, out> // Copies <out> back
11 END <> // Ends context
```
the map task. At this stage, the TornadoVM compiles the map task by invoking the Tornado JIT compiler and launches the generated binary on the target device. Line 6 allocates the output variable of the reduce task. In addition, since the input for the reduce task is the output of the previous task, a dependency is added (line 7) and execution waits for the finalization of the LAUNCH bytecode at line 5, as well as for the allocation at line 6. Line 8 launches the reduce kernel, at line 9 it waits for the kernel to complete, and then the result is copied back from the device to the host in line 10. Finally, the current TornadoVM context ends by END at line 11. Each context of the TornadoVM manages one device meaning that all tasks that are launched from the same context are executed on the same device.

3.3 TornadoVM Memory Manager

Since heterogeneous systems typically comprise a number of distinct memories that are not always shared nor coherent, TornadoVM implements a memory manager, which is responsible for keeping the data consistent across the different devices, as well as for allocating and deallocating memory on them. To minimize the overhead of accelerating code on heterogeneous devices with distinct non-shared memories, TornadoVM pre-allocates a memory region on each accelerator. This region can be seen as a heap extension on the target device and is managed by the TornadoVM memory manager. The initial device heap size is by default configured to be equal to the maximum capacity of global memory on each target device. However, this value can be tuned depending on the needs of each application. By pre-allocating the device heaps, TornadoVM’s memory manager becomes solely responsible for transferring data between the host and the target heaps to ensure memory consistency at run-time.

In the common case, TornadoVM just copies the input data from the host to the target device and copies back the results from the target device to the host, according to the corresponding TornadoVM bytecode for each task-schedule. The most interesting cases where the TornadoVM memory manager acts are the cases of: a) migrating task-schedules to a different device (Section 3.4); and b) the case of dynamic reconfiguration (Section 4). In the case of task migration, TornadoVM allocates a new memory area on the new target device and performs the necessary data transfers from the previous target device to the new target device.

In the case of dynamic reconfiguration in which a single task may be running on more than one device, the process has more steps. Figure 4 sketches how TornadoVM manages memory in such cases. On the top left part of the Figure is a Tornado task-schedule that creates a task with two parameters, a and b. Parameter a represents an array of floats and is given as input to the task to be executed. Parameter b represents an array of floats where the user expects to obtain the output. These two variables are maintained in the Java heap on the host side, as in any other Java program.

However, to enable code acceleration such variables need to get copied to the target device when the latter does not have access to the host memory. As a result, TornadoVM categorizes variables in two groups: host variables and device variables.

**Host Variables:** Following the data-flow programming model, TornadoVM splits data in input and output. Data that are used solely as input are considered read-only and thus safe to be accessed by more than one device at a time. Output data on the other hand, contain the results of some computation and are mandatory for the correctness of the algorithm. When running the same task on different devices concurrently, despite expecting to obtain the same result at the end, we cannot use the same memory for storing that result. Different devices require different time to perform the computation and thus one device may overwrite the data of the other in an unpredictable order, possibly resulting in stale data. For this reason, the TornadoVM duplicates output variables in the host-side. This way, each device writes back the output data to a different memory segment avoiding the above issue. The code running on the host accesses this data through a proxy. When the execution for all devices finishes and the TornadoVM chooses the best device depending on the input policies (as we will present in Section 4), the TornadoVM sets the proxy to redirect accesses to the corresponding memory segment. For example, in Figure 4, if the selected device is the FPGA, the proxy of b will redirect accesses to the b-FPGA buffer.

**Device Variables:** On the device side, different devices have different characteristics. For instance, integrated GPUs have direct coherent access to the host memory. Other devices may be able to directly access the host memory through their driver, but they still require proper synchronization to ensure coherence, e.g., external GPUs. Finally, there are devices that require explicit memory copies to and from the device. To maximize data throughput, TornadoVM dynamically queries devices for their capabilities and adapts its memory management accordingly.
3.4 Task Migration Manager

The TornadoVM task-migration manager is a component within the VM that handles code and data migration from one device to another. By employing the bytecodes and the new virtualization layer, TornadoVM is capable of migrating the executing task-schedules to different devices at runtime. Task migration is signalled by changing the target device of a task-schedule. To safely migrate task-schedules without losing data, task migrations are only allowed after task-schedules finish execution and become effective on the next execution.

Whenever a task-schedule completes its execution, TornadoVM checks whether the target device has been changed. If the target device has changed, TornadoVM performs two main actions: a) transfer all the necessary data from the current device to the new target device through its memory manager, and b) invoke the Tornado JIT compiler to compile all the tasks in the task-schedule for the new target device, if not already compiled. After the transfers reach completion and the code gets compiled, TornadoVM can safely launch the corresponding binary on the target device and continue execution. Section 4 presents how task-migration enables TornadoVM to dynamically detect and use the best, according to some policy, configuration for the running application.

4 Dynamic Reconfiguration

With task migration, TornadoVM can dynamically reconfigure the running applications in order to discover the most efficient mapping of task-schedules on devices. TornadoVM starts executing task-schedules on the CPU, and in parallel it explores different devices on the system (e.g., GPU) and collects profiling data. Then, according to a reconfiguration policy it assigns scores to each device and selects the best candidate to execute each task-schedule.

4.1 Reconfiguration Policies

A reconfiguration policy is essentially the definition of an execution-plan, and a function that given a set of metrics (e.g., total runtime), obtained by executing a task-schedule on a device according to the execution-plan, returns an efficiency score. The higher the score, the more efficient the execution of the task-schedule on the corresponding device according to that policy. TornadoVM currently features three such policies, end-to-end, latency and peak performance:

- **End-to-end**: Measures the total execution time of the task-schedule by performing a single cold run on each device. The total execution time includes the time spent on JIT compilation, data transfers, and computation. The device that yields the shortest total execution time is considered the most efficient.
- **Latency**: Same as end-to-end, but does not wait for the profiling of all the devices to complete. By the time that the fastest device reaches completion, TornadoVM chooses that device and continues execution discarding the execution of the rest devices.
- **Peak performance**: Measures the time required to transfer data, that are not already cached on the device, and the computation time. JIT compilation and initial data transfers are not included in the measurements. To obtain these measurements the task-schedule is executed multiple times on the target device to warm it up before obtaining them.

The end-to-end policy is suitable for debugging and optimizing code. Getting access to the end-to-end measurements for each device gives users the power to tweak their programs to favour specific devices, or to identify bottlenecks and fix them to improve performance. The latency policy is more suitable for short running applications that are not expected to live long enough in order to offset the overhead of JIT compilation and warming up. The peak performance policy, on the other hand, is more suitable for long running applications that run the same task-schedules multiple times and thus diminish the initial overhead.

A policy is by default set for all the task-schedules in the whole application and can be altered through a parameter when starting the application. However, to allow users to have more control, we extend the task-based parallel API in Tornado to allow users to specify different policies per task-schedule execution. To avoid complicating the API, we overload the execute method with an optional parameter that defines the reconfiguration policy for the task-schedule at hand. If no parameters are passed, then TornadoVM uses the reconfiguration policy set for the whole application. For instance, to execute a task-schedule using the performance policy we use taskSchedule.execute(Policy.PERFORMANCE).

Note that in addition to the aforementioned policies, TornadoVM allows the implementation of custom reconfiguration policies, giving its users the flexibility to set the metric on which they want their application to become more efficient, e.g., energy instead of performance.

4.2 Device Exploration

TornadoVM automatically starts an exhaustive exploration by running each task-schedule on all available devices and profiles their performance in accordance to the selected reconfiguration policy. This way, TornadoVM is able to select the best device for each task-schedule. In addition, TornadoVM does not require application restart or any prior knowledge from the user’s perspective to execute and adapt their code to a target device.

Figure 5 illustrates how device selection is performed within the TornadoVM. When execution is invoked with a policy the TornadoVM spawns a set of Java threads. Each thread executes a copy of the input task-schedules for a particular device. Therefore, TornadoVM spawns one thread
per heterogeneous device on the system. In parallel with the dynamic exploration, a Java thread is also running the task-schedule on the CPU. This is done to ensure that the application makes progress while we explore alternatives, and to obtain measurements that will allow us to compare the heterogeneous execution with the sequential Java. Once the execution is finished, TornadoVM collects the profiling information and selects the most suitable, according to the reconfiguration policy, device for the task-schedule at hand.

From this point on, TornadoVM remembers the target device for each input task-schedule and policy. Note that the same task-schedule may run multiple times, potentially with different reconfiguration policies, through the overloaded `execute` method. In this case, as any new policy is encountered, the TornadoVM starts the exploration and it performs a new decision that better adapts to the given policy. In conclusion, dynamic reconfiguration enables programmers to effortlessly accelerate their applications on any system equipped with heterogeneous hardware. Furthermore, it enables the applications to dynamically adapt to changes to the underlying hardware, e.g., in cases of dynamic resource provisioning.

### 4.3 A new High-Performance Tier Compilation

Contemporary managed runtime systems employ tiered compilation to achieve better performance (e.g., tier compiler within JVM). Tiered compilation enables the runtime system to use faster compilers that produce less optimized code for code that is not invoked as frequently. As the number of invocations increases for a code segment the runtime re-compiles it with higher-tier compilers, which might be slower, but produce more optimized code. The main idea behind tiered compilation is that it is only worth investing time to optimize code that will be invoked multiple times. Currently, after a JIT compiler reaches the maximum tier compilation (e.g., C2 compilation in JVM), there are no further optimizations.

Following the tier-compilation concept for JVM, we add dynamic reconfiguration as a new compilation tier, improving the state-of-the-art by enabling it to further optimize code and take advantage of hardware accelerators. The Hot-Spot JVM employs an interpreter and two compilers in its tiered compilation (C1, and C2). When a method is optimized with the highest tier compiler (C2), TornadoVM takes action and explores more efficient alternatives, possibly utilizing heterogeneous devices. This integration allows TornadoVM to pay the exploration overhead only for methods that are invoked multiple times or contain loops with multiple iterations. A current limitation of the TornadoVM is that it can only optimize code that is written using the Tornado API, thus it is not a generally applicable compilation tier.

### 5 Evaluation

This section presents the experimental evaluation of TornadoVM. We first describe the experimental setup and methodology, then the benchmarks we use, and finally we present and discuss the results.

#### 5.1 Evaluation Setup and Methodology

For the evaluation of TornadoVM we use a heterogeneous system comprising three different processing units: an Intel CPU, an external NVIDIA GPU and an Intel Altera FPGA. This configuration essentially covers all the currently supported types of target devices of Tornado, which TornadoVM relies on for heterogeneous JIT compilation. Table 2 details the hardware and software configurations of our system.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>OS CentOS 7.4</td>
</tr>
<tr>
<td>Cores</td>
<td>OpenCL (CPU)</td>
</tr>
<tr>
<td>GPU</td>
<td>OpenCL (GPU)</td>
</tr>
<tr>
<td>FPGA</td>
<td>OpenCL (FPGA)</td>
</tr>
<tr>
<td></td>
<td>JVM Java SE 1.8.0_131</td>
</tr>
<tr>
<td>RAM</td>
<td>2.0 (Intel)</td>
</tr>
<tr>
<td>GPU</td>
<td>1.2 (Nvidia CUDA 9.0.282)</td>
</tr>
<tr>
<td>GPU</td>
<td>1.0 (Intel), Intel FPGA SDK 17.1,</td>
</tr>
<tr>
<td>GPU</td>
<td>HPC Board Support Package (BSP) by Nallatech</td>
</tr>
<tr>
<td>FPGA</td>
<td>JVM Java SE 1.8.0_131</td>
</tr>
<tr>
<td></td>
<td>64-Bit JVMCI VM</td>
</tr>
</tbody>
</table>

Following the tier-compilation concept for JVM, we add dynamic reconfiguration as a new compilation tier, improving the state-of-the-art by enabling it to further optimize code and take advantage of hardware accelerators. The Hot-Spot JVM employs an interpreter and two compilers in its tiered compilation (C1, and C2). When a method is optimized with the highest tier compiler (C2), TornadoVM takes action and explores more efficient alternatives, possibly utilizing heterogeneous devices. This integration allows TornadoVM to pay the exploration overhead only for methods that are invoked multiple times or contain loops with multiple iterations. A current limitation of the TornadoVM is that it can only optimize code that is written using the Tornado API, thus it is not a generally applicable compilation tier.
perform one more run from which we obtain the measurements that we report. Note that in our measurements the TornadoVM instance itself is not warmed up.

The results we report depend on the reconfiguration policy that we evaluate each time. For example, for the peak performance policy, we only include execution and data transferring times, excluding JIT compilation and device initialization times. On the other hand, for the end-to-end and latency policies, we include all times related to JIT compilation (except for FPGA compilation), device initialization, data transferring, and execution. Anticipating that in the future FPGA synthesis times will decrease, we chose to exclude JIT compilation times from the FPGA measurements when using the end-to-end and latency policies. The current state-of-the-art FPGA synthesis tools take between 60 and 90 minutes to compile our benchmarks. Therefore, including the FPGA compilation time was resulting in non-comparable measurements. However, FPGA initialization and kernel loading are still included in all our measurements. We discuss in more details all JIT compilation times in Section 5.4.

5.2 Benchmarks

To evaluate TornadoVM, we employ six different benchmarks and a complex computer vision application. Namely, the six benchmarks we use are Saxpy, MonteCarlo, RenderTrack, BlackScholes, NBody, and DFT (Discrete Fourier Transform), and the computer vision application is the Kinect Fusion (KFusion) [31] implementation provided by SLAMBench [30]. The domain of the chosen benchmarks ranges from mathematical and financial applications to physics and linear-algebra kernels, while KFusion creates a 3D representation from a stream of depth images produced by an RGB-D camera such as the Microsoft Kinect.

We ported each benchmark as well as KFusion from C++ and OpenCL to pure Java using the Tornado API. Porting existing applications to the Tornado API requires: a) the creation of a task-schedule to pass the references of existing Java methods, and b) the addition of the @Parallel annotations to the existing loops. This results to 4–8 extra lines of code per task-schedule regardless its size. The porting of the six benchmarks resulted in six Tornado-based applications with a single-task task-schedule each, while the porting of KFusion resulted in an application with multiple task-schedules, both single- and multi-task. When TornadoVM runs the sequential version, it ignores the @Parallel annotation and the code is compiled and executed by the standard JVM (e.g., HotSpot).

Workload Size  In addition to exploring different workloads, we also explore the impact of the workload size. Thus, for each benchmark, we vary the input data sizes in powers of two. Table 3 summarizes the input sizes used for each benchmark. Please note that for MonteCarlo, we copy only a single element (the number of iterations) and obtain a new array with the MonteCarlo computation, while for KFusion we use the input scenes from the ICL-NUIM data-set [18].

5.3 Dynamic Reconfiguration Evaluation

Figure 6 shows the performance evaluation of the six benchmarks on all three types of supported hardware devices (CPU, GPU, and FPGA). X-axis shows the range of input sizes while y-axis shows the speedup over the sequential Java code optimized by the HotSpot JVM. Each point represents the performance achieved by a particular Tornado device, while the solid black line highlights the speedup of TornadoVM through dynamic reconfiguration. Note that in the cases where the line does not overlap with a point, it means that the code is executed by the HotSpot JVM, since it happens to outperform the Tornado devices. Using the end-to-end and peak-performance policies we are able to observe the performance of each device on the system. The top of the Figure shows the performance results when the policy end-to-end is used. The bottom of the Figure shows the results when the policy peak performance is used.

This Figure shows the dynamic reconfiguration in action by deploying a benchmark and altering the input data that we pass to it. This way we can observe how TornadoVM dynamically reconfigures it to run on the best device, according to the reconfiguration policy. Additionally, thanks to the profiling data that both end-to-end and peak-performance policies gather, we can observe the differences between the different devices for each benchmark and input size.

Evaluation of End-to-End Policy When using the end-to-end policy we observe that for small input sizes the HotSpot optimized sequential code outperforms the other configurations. This is attributed to the relatively small workload that no matter how fast it will execute it cannot hide the overhead of the JIT compilation and device initialization. As the input data size increases, we observe that TornadoVM manages to find better suited devices for all the benchmarks, except for Saxpy. This indicates that the performance gain is not enough to hide the compilation, device initialization, and data transfer overheads for this benchmark. The fact that, as the input size increases the less slowdown is observed, indicates that JIT compilation time dominates, and as we

Table 3. Input and data sizes for the given set of benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Data Range</th>
<th>Input (Mb)</th>
<th>Output (Mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saxpy</td>
<td>256</td>
<td>33554432</td>
<td>270</td>
</tr>
<tr>
<td>MonteCarlo</td>
<td>256</td>
<td>33554432</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>RenderTrack</td>
<td>64</td>
<td>4096</td>
<td>70</td>
</tr>
<tr>
<td>N-Body</td>
<td>256</td>
<td>131072</td>
<td>0.5</td>
</tr>
<tr>
<td>BlackScholes</td>
<td>256</td>
<td>4194304</td>
<td>270</td>
</tr>
<tr>
<td>DFT</td>
<td>64</td>
<td>65536</td>
<td>4</td>
</tr>
</tbody>
</table>
increase the workload, it starts taking a smaller portion of the end-to-end execution time.

The rest of the benchmarks are split into two groups. MonteCarlo, BlackScholes, and DFT, after a certain input size seem to stabilize and perform better on the GPU. RenderTrack and NBody, on the other hand, yield comparable performance when ran on the GPU or in parallel on the CPU. As a result, depending on the input size, TornadoVM might prefer one over the other. These two benchmarks showcase why dynamic reconfiguration is important. Imagine moving these workloads to a system with a slower GPU, and to yet another system with a faster GPU. TornadoVM will be able to use the GPU in the first case and the CPU on the second case, getting the best possible performance out of each system without the need for the user to change anything in their code. In average, TornadoVM is 7.7x faster compared to the execution on the best parallel device for this policy.

Evaluation of the Peak Performance Policy When using the peak performance policy we observe a slightly different behaviour, as shown at the lower part of Figure 6. In this case, TornadoVM takes into account only the execution time and the data transfers, excluding JIT compilation and device initialization times. In contrast to the end-to-end policy, we observe that when using the peak performance policy no matter the input size in all benchmarks, except from saxpy, Tornado outperforms the HotSpot sequential execution. This is expected, given that the peak performance policy does not take in account device initialization and JIT compilations that are the main overheads of cold runs. What is more interesting is that for Saxpy when using the end-to-end policy, larger input sizes were reducing the gap between sequential Java and the execution on the Tornado devices. On the contrary, when using the peak performance policy, we observe the opposite. This is an indication, that in Saxpy the first dominating part is JIT compilation and device initialization, and the second one is data transfers.

For the rest of the benchmarks we observe again that they can be split into two groups, however this time the groups are different. MonteCarlo, RenderTrack, and BlackScholes perform better on the GPU, no matter the input size. This indicates that these benchmarks feature highly parallel computations which also take a significant part of the total execution time. The second group includes NBody and DFT, which for smaller sizes perform better when ran in parallel on the multi-core CPU, than on the GPU.

Note that, although the FPGA is never selected in our system, it gives high-performance for BlackScholes and DFT (25x and 260x respectively compared to Java sequential, and 2.5x and 5x compared to the parallel execution on the CPU). Therefore, users that do not have a powerful GPU can benefit from executing on FPGAs, with the additional advantage that they consume less energy than running on the GPU or CPU [34].
This gives programmers speedups of up to 45× compared to the static Tornado [8]. More interesting are benchmarks such as MonteCarlo, BlackScholes and DFT. For these benchmarks, TornadoVM can run sequential Java for the smaller input sizes and migrate to the GPU for bigger input sizes, dynamically getting the best performance.

For RenderTrack and NBody, TornadoVM ends up using all devices, except for the FPGA, depending on the input size. For example in the case of RenderTrack, TornadoVM starts running sequential Java, then it switches execution to the GPU and finally to parallel execution on the CPU, giving up to 30× speedup over Tornado. Note that the speedup over Tornado goes down as the input size increases. This is due to the fact that for large input sizes the GPU manages to hide the overhead of the data transfers by processing the data significantly faster than the other devices. As a result, for large input sizes, the GPU ends up dominating on both the TornadoVM and Tornado, thus resulting in the same performance, which can be up to three orders of magnitude better than running on a standard JVM.

KFusion To assess the correctness of TornadoVM and demonstrate its maturity, we opted to use it to accelerate KFusion as well. KFusion is composed of five distinct task-schedules, both single- and multi-task. KFusion is a streaming application that takes as input pictures captured by an RGB-D camera and processes them. After the first few frames have been processed, the system stabilizes and runs the optimized code from the code cache. As a result, we use the peak performance policy to accelerate it. Our evaluation results show that TornadoVM can successfully accelerate KFusion on the evaluation platform, yielding 135.27 FPS (frames-per-second) compared to the 1.69 FPS achieved by the HotSpot JVM by automatically selecting the GPU.

5.4 End-to-end Times Breakdown

Table 4 shows the breakdown of the total execution time, in milliseconds, for the largest input size of each benchmark divided into five categories: compilation, host to device data transfers, kernel execution, device to host data transfers, and the rest. The rest is the time spent to execute the parts of the applications that can not be accelerated, and it is computed as the total time to execute the benchmarks minus all the other categories ($Total = Comp + H2D + Exec + D2H + Rest$).

The compilation time ($Comp$) includes the time to build and optimize the Tornado data flow graph, and the time to compile the input tasks to the corresponding binary. For FPGA compilation we break the time down in two columns, the first one (FPGA) shows the compilation time including the FPGA synthesis in minutes, and the second (Load) shows the time needed to load the compiled bitstream on the FPGA in milliseconds. On average, CPU and GPU compilation is in the range of hundreds of milliseconds and is up to four orders of magnitude faster than FPGA compilation. From TornadoVM’s perspective this is a limitation of the available FPGA synthesis tools and is the reason why it supports both static (Tornado) and dynamic (TornadoVM) compilation for FPGAs.

Note that although we use the same configuration for all devices, data transfers between the host and the device ($H2D$ and $D2H$) are faster for FPGAs [4]. This is because of the use of pinned memory (unlocked memory) that enables fast DMA transfers between the host and the accelerators, and appears to have a greater impact on the FPGA. Since Tornado pre-allocates a buffer region for the heap, we cannot

Table 4. Breakdown analysis of execution times (in milliseconds, unless otherwise noted) per benchmark.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>CPU</th>
<th>FPGA</th>
<th>Load</th>
<th>Host to Device</th>
<th>Execution</th>
<th>Device To Host</th>
<th>Rest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saxpy</td>
<td>7.44</td>
<td>53 mins</td>
<td>1314</td>
<td>99.64</td>
<td>10.78</td>
<td>19.85</td>
<td>59.01</td>
</tr>
<tr>
<td>MonteCarlo</td>
<td>85.85</td>
<td>54 mins</td>
<td>1358</td>
<td>87.60</td>
<td>1 ns</td>
<td>1 ns</td>
<td>1 ns</td>
</tr>
<tr>
<td>RenderTrack</td>
<td>111.10</td>
<td>51 mins</td>
<td>1380</td>
<td>105.03</td>
<td>18.59</td>
<td>40.10</td>
<td>58.35</td>
</tr>
<tr>
<td>BlackScholes</td>
<td>178.61</td>
<td>114 mins</td>
<td>1420</td>
<td>243.02</td>
<td>16.84</td>
<td>10.30</td>
<td>30.97</td>
</tr>
<tr>
<td>NBody</td>
<td>144.68</td>
<td>51 mins</td>
<td>1387</td>
<td>151.25</td>
<td>0.05</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>DFT</td>
<td>83.80</td>
<td>68 mins</td>
<td>1398</td>
<td>161.96</td>
<td>0.09</td>
<td>0.10</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Figure 7. Speedup of TornadoVM over Tornado running on the best (on average) device.
have zero copies because it does not have the pointers to the user data at the moment of calling malloc for the heap.

Regarding the kernel execution ExecR, we observe that the GPU performs better than the rest of the devices. We also notice that the FPGA kernel execution performs much better than the multi-core CPU for blackscholes and DFT, with speedups of 2.5× and 7.1× respectively over the multi-core execution. Finally, regarding the rest Resty, our measurements highlight that TornadoVM practically does not introduce any overhead, except for the FPGA execution, in which we connect our framework with the Altera tools and drivers. In the case of the memory intensive application, saxpy, the overheads comes from the delay between enqueuing the data into the command queue and starting the computation.

6 Related Work

This section presents the most relevant related works that allow dynamic application reconfiguration.

**Dynamic Reconfiguration**

gMig [28] is a solution for live migration of GPU processes to other GPUs, through virtualization. When compared with TornadoVM, gMig poses the limitation that it only targets GPUs. Aira [27] is a compiler and a runtime system that allows developers to automatically instrument existing parallel and heterogeneous code to select the best mapping device. Aira makes use of performance prediction models and resource allocation policies to perform CPU/GPU selection at runtime. TornadoVM, in contrast, does not predict upfront the best device to run a set of tasks. Instead, it adapts the execution, during runtime, to the heterogeneous device that best suits the input policy. TornadoVM can thus adapt the execution to any system configuration and achieve the best possible performance utilizing the available resources.

VirtCL [40] is a framework for programming multi-GPUs in a transparent manner by using data from previous runs to develop regression models. These models predict the total time of a task on each device. TornadoVM focuses on a single device, moving execution from CPU to the best device. Rethinagiri et al. [36] proposed a new heterogeneous system architecture and a set of applications that can fully exploit all available hardware. However, their solutions are highly customized for this new platform mixing programming languages and, thus, increasing software complexity. Che et al. [6] studied the performance of a set of applications on FPGAs and GPUs and presented applications’ characteristics to decide where to place the code. However, the categorization is very generic and limited to the three benchmarks studied.

HPVM [24] is a compiler, a runtime system and a virtual instruction set for targeting different heterogeneous systems. The concept of the virtual instruction set in HPVM is similar to the TornadoVM bytecodes. However, all bytecodes described in TornadoVM are totally hardware agnostic, allowing to easily ship those bytecodes between different machines and different hardware. Besides, HPVM does not support task reconfiguration like TornadoVM. Hayashi et al. [20] and Grewe et al. [16] employed machine learning techniques to address the challenge of device selection. In contrast, TornadoVM adapts execution with no prior knowledge and models about the input programs.

**Reconfiguration for Interpreted Languages and DSLs**

In the dynamic programming language domain, Qunaibit et al. [35] presented MegaGuard, a compiler framework for compiling and running Python programs on GPUs. MegaGuard is able to choose the fastest device to offload the computation. Although this approach is similar to ours, the analysis was performed on a single GPU instead of multiple devices such as GPUs, FPGAs and CPUs. Dandelion [7, 37] combines a runtime system and a set of compilers for running Language Integrated Queries (LINQs) on heterogeneous hardware. Dandelion compiles .NET bytecodes to heterogeneous code, and generates data-flow-graphs for the orchestration of the execution. In contrast, TornadoVM compiles Java bytecodes to heterogeneous code, and data-flow-graphs to custom bytecode which it then interprets for the orchestration of the execution. Leo [10] builds on top of Dandelion and provides dynamic profiling and optimization for heterogeneous execution on GPUs. TornadoVM provides a more generic framework in which tasks can be profiled and re-scheduled between different types of devices at runtime (e.g., from an FPGA to a GPU).

7 Conclusions and Future Work

In this paper we present TornadoVM, a virtualization layer that works in cooperation with standard JVMs and is able to automatically compile, and execute code on heterogeneous hardware. In addition, TornadoVM is capable of automatically discovering, at runtime, the best combination of heterogeneous devices for running input tasks to increase the performance of running applications, completely transparently to the users. We also present TornadoVM as a new level of tier-compilation and execution to make transparent use of heterogeneous hardware. To the best of our knowledge, there is no prior work that can dynamically compile and reconfigure the running applications on heterogeneous hardware, including FPGAs, without requiring any a priori knowledge of the underlying hardware and the applications. Finally, we demonstrate that TornadoVM can achieve on average 7.7× speedup over statically-configured parallel executions for a set of six benchmarks.

**Future Work**

We plan to extend TornadoVM by implementing a batch execution mechanism that will allow users to run big data applications that do not fit on the memory of a single device. We also plan to introduce new policies, such as power draw and energy consumption of each device. An interesting policy to implement is also the ability
to adapt the code based on the real cost (in dollars) of running the code for each device, and try to minimize those costs at reasonable performance. Furthermore, we plan to extend the dynamic reconfiguration capabilities for tasks within a task-schedule as we currently explore migration at the task-schedule level. We also plan to integrate this solution for multiple VMs running on different nodes in distributed scenarios, namely cloud-based VMs in which code can adapt to different heterogeneous hardware. Moreover, we would like to extend TornadoVM with the ability to share within a task-schedule as we currently explore migration. This work is partially supported by the European Union’s Horizon 2020 E2Data 780245 and ACTICLOUD 732366 grants. Authors would also like to thank Athanasios Stratkopoulos and the anonymous reviewers for their valuable feedback.
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